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Abstract

Quantum mechanics/molecular mechanics (QM/MM) methods are excellent tools for
the modeling of biomolecular reactions. Recently, we have implemented a new
QM/MM method (FIREBALL/AMBER), which combines an efficient density functional theory
method (FIREBALL) and a well-recognized molecular dynamics package (AMBER), offering
an excellent balance between accuracy and sampling capabilities. Here, we present a
detailed explanation of the FIREBALL method and FIREBALL/AMBER implementation. We also
discuss how this tool can be used to analyze reactions in biomolecules using steered
molecular dynamics simulations. The potential of this approach is shown by the analysis
of a reaction catalyzed by the enzyme triose-phosphate isomerase (TIM). The
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conformational space and energetic landscape for this reaction are analyzed without a
priori assumptions about the protonation states of the different residues during the
reaction. The results offer a detailed description of the reaction and reveal some new
features of the catalytic mechanism. In particular, we find a new reaction mechanism
that is characterized by the intramolecular proton transfer from O1 to O2 and the simul-
taneous proton transfer from Glu 165 to C2.

1. INTRODUCTION

One of the more interesting challenges at present in Biophysics and

Molecular Biology is to understand how the proteins work at the atomic

level. Processes such as conformational changes (Karplus & McCammon,

2002) or ligand binding (Gilson & Zhou, 2007) can be studied by molecular

mechanics (MM) simulations using empirical force fields. Biomolecular

reactions, however, require chemical bonds to be broken and formed, pro-

cesses that are not properly described using MM force fields. Chemical

bonds are intrinsically related to the quantum electronic structure of the

material and therefore quantum mechanics (QM) techniques are required

in these cases (Martin, 2004; Marx & Hutter, 2009). Unfortunately, the

computational cost of QM calculations for biomolecular systems is prohib-

itive (Adcock & Mccammon, 2006). By describing the active region with a

QM method and the surroundings with a MM method, QM/MM

approaches offer the required accuracy to model biomolecular reactions

with reasonable computational costs (Field, Bash, & Karplus, 1990;

Senn & Thiel, 2009; Warshel & Levitt, 1976).

The accuracy and computational efficiency of QM/MM calculations

critically depend on the QM method used. In most of the biomolecular

applications, a detailed study of the conformational space for the reaction

is essential to understand, e.g., the catalytic mechanisms. Computationally

efficient QM methods, such as semi-empirical approaches, enable wider

conformational sampling (Martı́n-Garcı́a, Mendieta-Moreno, López-

Viñas, Gómez-Puertas, & Mendieta, 2012), but usually do not offer enough

accuracy. Conversely, high-accuracy quantum chemistry methods greatly

increase the computational costs, significantly reducing the conformational

sampling capabilities (Zhang, 2005). Recently, we have implemented a new

QM/MM technique (Mendieta-Moreno et al., 2014) based on the combi-

nation of FIREBALL (QM) (Demkov, Ortega, Sankey, & Grumbach, 1995;

Jelı́nek, Wang, Lewis, Sankey, & Ortega, 2005; Lewis et al., 2001, 2011;
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Sankey & Niklewski, 1989) and AMBER (MM) (Case et al., 2012; Salomon-

Ferrer, Case, &Walker, 2012). FIREBALL is a density functional theory (DFT)

molecular dynamics (MD) technique that is very well suited for QM/MM

biomolecular applications. This method allows molecular dynamics (MD)

simulations involving relatively large QM regions (�102 atoms) with good

accuracy (Mendieta-Moreno et al., 2014). AMBER is a well-recognized MD

package for the simulation of biomolecules which offers a wide range ofMD

tools. In particular, the sander program included in AMBER offers powerful

techniques for exhaustive sampling of the conformational space using biased

MD approaches (umbrella sampling, replica exchange, nudged elastic band,

targeted MD, steered MD,…), which can be used directly in the QM/MM

applications (Case et al., 2012).

This chapter describes the FIREBALL/AMBER implementation and high-

lights its most interesting features. In Section 2, detailed descriptions of FIRE-

BALL and the FIREBALL/AMBER implementation are provided. This method

can be used to analyze reactions in biomolecules sampling the conforma-

tional space by means of long QM/MM MD simulations. As explained in

Section 3, we use steered MD to generate of the order of �106 individual

structures that allow us to calculate free energy maps for the reaction. In

Section 4, we analyze the reversible interconversion between dihydroxyac-

etone phosphate (DHAP) and glyceraldehyde 3-phosphate (GAP) catalyzed

by the triose-phosphate isomerase (TIM) using these techniques. Finally, in

Section 5 we present our conclusions.

2. DESCRIPTION OF THE METHOD

2.1 QM Method: FIREBALL
In QM/MM MD methods, we need to obtain the quantum electronic

structure of the system for each time step (ti¼miΔt;Δt�10�15 s) in the sim-

ulation. This is the reason why these methods are so computationally

demanding. The most practical QM/MD methods are based on DFT that

offers a considerable simplification of the quantum many-body problem

(Hohenberg & Kohn, 1964; Kohn & Sham, 1965; Martin, 2004). In the fol-

lowing, we will use the acronym DFT/MM to specify a QM/MM tech-

nique in which a DFT method is used for the QM calculation. FIREBALL

is a DFT method that is specifically designed for the study of complex sys-

tems using MD simulations (Demkov et al., 1995; Jelı́nek et al., 2005; Lewis

et al., 2001, 2011; Sankey & Niklewski, 1989). In this method, the elec-

tronic structure is obtained solving the DFT equations (see below) using
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a basis set of atomic-like orbitals localized in the atoms of the system. These

orbitals are short-ranged, numerical, and are optimized so that reasonably

good accuracy can be obtained with a low number of orbitals per atom

(Basanta, Dappe, Jelı́nek, & Ortega, 2007; Sankey & Niklewski, 1989).

Recently, we have developed basis sets of optimized atomic-like orbitals

for biomolecular systems containing H, C, N, O, P, S, and Mg atoms. In

particular, our minimal basis set for biomolecules includes one s orbital

for H; sp3 orbitals for C, N, and O; and sp3d5 orbitals for P, S, and Mg.

In order to optimize the basis set, we have analyzed different sets of organic

molecules relevant for biological systems and have considered inter-

molecular energies and distances as well as intramolecular distances. In par-

ticular, we have used the S66 reference dataset (Řezáč, Riley, & Hobza,

2011) for intermolecular energies and distances as well as the ionic hydrogen

bond dataset (Řezáč & Hobza, 2012) for complexes featuring ionic hydro-

gen bonds (hydrogen bonds between ionic and neutral groups). Details will

be published elsewhere.

Most DFT methods use periodic boundary conditions in some way

(plane-waves basis sets, representation of the potential and electron density

on a periodic grid, use of fast Fourier transforms, etc.), since these techniques

were first developed in Solid State Physics to analyze the paradigmatic case of

the crystalline solid with atoms arranged in a periodic structure. In biomo-

lecular systems, however, the atoms are not arranged in any periodic way

and there is no advantage to use any artificial periodicity in the calculations.

FIREBALL is a DFT technique completely formulated in real-space, i.e., it does

not require the use of supercells (periodic boundary conditions). Due to this

property, FIREBALL is well suited for biomolecular simulations in combina-

tion with MM calculations (that are also real-space methods).

In the FIREBALL method, the electronic structure is obtained in each time

step of the simulation via solution of the DFT Schr€odinger-like equation

(Martin, 2004):

Ĥψ iðrÞ¼ � ℏ2

2me

r2 +VionðrÞ+VeeðrÞ+VxcðrÞ
� �

ψ iðrÞ¼ Eiψ iðrÞ: (1)

The first term represents the kinetic energy of the electrons,Vion, is the ionic

potential:

VionðrÞ¼
X
α

�eZα

jr�Rαj , (2)
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(eZα is the nuclear or pseudopotential charge on atom α at position Rα; �e

is the charge of the electron),

VeeðrÞ¼ e

Z
ρðr0Þ
jr� r0jd

3r 0 (3)

is the average electron potential (i.e., the Hartree potential). Finally, the

exchange-correlation potential Vxc is the functional derivative of the

DFT exchange-correlation energy Exc ρðrÞ½ �, Vxc¼δExc/δρ(r) (Martin,

2004). In these equations, ρ(r) is the electron density (Foulkes &

Haydock, 1989; Harris, 1985), which is determined in a self-consistent

way in terms of the orbital occupation numbers (Demkov et al., 1995).

In the FIREBALL method, a basis set of numerical atomic-like orbitals, ϕμ,

is used to solve Eq. (1) (Basanta et al., 2007; Sankey & Niklewski, 1989):

ψ iðrÞ¼
X
μ

ciμϕμðr�RαÞ; (4)

μ is a combined index, μ � (α,l,m) that refers to the particular atom, α (at

Rα), atomic subshell l (e.g., 3s,4s,3p,3d,), and angular component m (e.g.,

px,py,pz). The electron density ρ(r) is also written in terms of the orbitals

ϕμ as a sum of atomic-like densities, ρα(r), for the different atoms in the sys-

tem (Demkov et al., 1995):

ρðrÞ¼
X
α

ραðrÞ¼
X
μ

nμjϕμðr�RαÞj2: (5)

In practice, the atomic densities ρα are approximated to be spherically sym-

metric around each atomic site Rα. The electron density ρ(r) in Eq. (5) is

determined in a self-consistent way in terms of the orbital occupation num-

bers nμ (Demkov et al., 1995; Garcı́a-Vidal et al., 1994; Sch€onhammer,

Gunnarsson, & Noack, 1995). For this purpose, output orbital occupation

numbers nμ
out are obtained from the output electron density ρout(r) as

obtained from the occupied eigenvectors ψ i in Eq. (1):

ρoutðrÞ¼
X
i2occ

jψ iðrÞj2!
X
μ

noutμ jϕμðr�RαÞj2: (6)

Different methods can be used to project [arrow in Eq. (6)] the output elec-

tron density from Eq. (1) into the form given by Eq. (5) using, for example,

L€owdin Orbitals (Carlson & Keller, 1957; Demkov et al., 1995; L€owdin,
1950) or Natural Atomic Orbitals (Reed, Weinstock, & Weinhold,

71A Practical Quantum Mechanics Molecular Mechanics Method



1985). Equations (1–6) are iteratively solved until self-consistency: in the

self-consistent solution nμ
out and the input orbital occupation numbers nμ

must coincide (Demkov et al., 1995). In each of these iterations, the eigen-

vectors ψ i are obtained from the diagonalization of the N�N Hamiltonian

matrix in Eq. (1),Hμ,ν¼hϕμjĤjϕμi, whereN is the total number of orbitals

ϕμ in the basis set.

Once these equations have been solved, the total energy and forces are

calculated as

Etot ρðrÞ½ � ¼Esum�Eee ρðrÞ½ �+Exc ρðrÞ½ ��
Z

ρðrÞVxc ρðrÞ½ �d3r +Eion�ion;

(7)

Fα¼�@Etot

@Rα
: (8)

In Eq. (7), Esum is a sum over the occupied eigenvalues, Esum¼P
i2occEi, of

the self-consistent solution of Eq. (1), Eee is the average electron–electron

interaction energy:

Eee ρðrÞ½ � ¼ e2

2

Z
ρðrÞρðr0Þ
jr� r0j d3rd3r 0, (9)

Eion–ion is the ion–ion interaction energy:

Eion�ion ¼ e2

2

X
i, j

ZαZβ

jRα�Rβj , (10)

and Exc ρðrÞ½ � is the exchange-correlation energy (Martin, 2004).

The computational efficiency of FIREBALL is related to both the use of

optimized basis sets of atomic-like orbitals and the representation of ρ(r)
as a sum of atomic-like densities1 (Eq. 5). In this way, four-center integrals

are not required for the solution of Eq. (1) or the calculation of Etot and the

forces Fα, and all the two- and three-center interactions are tabulated

beforehand and placed in interpolation data tables which are no larger than

two-dimensional (Lewis et al., 2011; Sankey & Niklewski, 1989).

A practical tabulation-interpolation scheme is used, and all the matrix ele-

ments required during the MD simulation are evaluated by looking up the

necessary information from the data tables, which are read at the beginning

1 This approximation is related to the use of a self-consistent version of the Harris–Foulkes functional

(Demkov et al., 1995; Foulkes & Haydock, 1989; Harris, 1985).
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of the calculation and stored in memory throughout the MD simulation. In

order to also use this tabulation-interpolation scheme for the calculation of

the exchange-correlation contributions, which are highly nonlinear, differ-

ent approximations have been developed (Horsfield, 1997; Jelı́nek et al.,

2005; Lewis et al., 2001; Sankey & Niklewski, 1989).

Regarding the calculation of the forces Fα, Eq. (8), the most difficult

term is the contribution from Esum. Using a variant of the Hellmann–

Feynman theorem (Sankey & Niklewski, 1989), this contribution is

calculated in terms of the derivatives of the Hamiltonian matrix elements,

Hμ,ν. These matrix elements are precalculated and stored in data tables

and thus the required derivatives @Hμ,ν/@Rα are readily available (see

Sankey & Niklewski, 1989 for details).

2.2 FIREBALL/AMBER

In QM/MMmethods, the system is divided into a chemically active region

(e.g., the reactant molecules and catalytic site residues) and the environment

(i.e., rest of the protein, water molecules, ions). The active region (or QM

region) typically contains about 102 atoms and is described using a QM

approach. For practical reasons, the environment (�105–106 atoms), or

MM region, is described using a MMmethod. In the study reactions in bio-

molecules, it is particularly important to properly take into account the effect

of the electrostatic potential of the environment on the electronic structure

of the active region, so we pay special attention to this contribution in the

following discussion. In our FIREBALL/AMBER method (Mendieta-Moreno

et al., 2014), we consider the electrostatic interaction between the active

region and the environment at the QM level, including in the QM

Hamiltonian Hμ,ν the electrostatic potential due to the force-field partial

charges, eqk, on the MM atoms. This yields:

Hμ,ν¼HA
μ,ν + δHE

μ,ν (11)

Hμ,ν
A is the contribution of the atoms in the active region to the Hamiltonian

matrix element, and δHμ,ν
E the electrostatic potential contribution due to the

MM partial charges eqk in the environment:

δHE
μ,ν¼

X
k

hkμ,ν ¼
X
k

�eqk

Z
ϕμðr�RαÞϕνðr�RβÞ

jr�Rkj d3r (12)

ϕμ(r �Rα) and ϕν(r�Rβ) are atomic-like basis set orbitals centered on the

atoms placed at Rα and Rβ, and h
k
μ,ν is the contribution to the Hamiltonian
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matrix element Hμ,ν due to the electrostatic potential of a point charge eqk
atRk (see Fig. 1). For practical reasons (Demkov et al., 1995), hkμ,ν is approx-

imated as:

hkμ,ν ¼�eqk
gμ

jRk�Rαj +
gν

jRk�Rβj
� �

, (13)

with effective overlap charges gμ, gν

gμ ¼ 1

2
Sμ,ν� pμ,ν

jRα�Rβj , (14)

gν ¼ 1

2
Sμ,ν +

pμ,ν

jRα�Rβj ; (15)

Sμ,ν is the overlap:

Sμ,ν¼
Z

ϕμðr�RαÞϕνðr�RβÞd3r, (16)

and pμ,ν is the component along the (Rβ�Rα) direction of the dipole

moment Pμ,ν with respect to the midpoint, Rm, between atoms α and β:

Pμ,ν ¼
Z

½r�Rm�ϕμðr�RαÞϕνðr�RβÞd3r (17)

(Rm¼ (Rα+Rβ)/2). Physically, the approximation of Eq. (13) includes

monopole and dipole far-field effects (Demkov et al., 1995).

Figure 1 Scheme representing the electrostatic interaction between the MM charge,
eqk, at Rk and the overlap charge, �eSμ,ν, yielding the contribution hkμ,ν to the QM
Hamiltonian matrix element Hμ,ν between orbitals ϕμ(r�Rα) and ϕν(r�Rβ) (see
Eqs. 12 and 13).
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The electrostatic potential due to the environment also interacts with

the nuclear (or pseudopotential) charges of the QM atoms, eZα, yielding

the following contribution to the total energy (Mendieta-Moreno

et al., 2014):

Enuc
QM-MM ¼

X
α,k

e2qkZα

jRk�Rαj : (18)

In addition to the electrostatic term, the interaction between the QM

and MM regions also presents bonded and nonbonded contributions, in

similarity with the MM force field (Senn & Thiel, 2009). In most of the

applications, the frontier between the QM and MM regions goes through

covalent bonds, resulting in bonds that need to be properly saturated in

the QM calculation. In the calculations presented in Section 4, we have used

the link atom method (Field, Albe, Bret, Proust-De Martin, & Thomas,

2000; Walker, Crowley, & Case, 2008), adding H atoms to saturate the

broken bonds at the frontier between the QM and MM regions. The non-

bonded van der Waals interactions between QM and MM atoms are

described using the Lennard-Jones parameters from the MM force field,

and the long-range electrostatic interactions are calculated using the Par-

ticle Mesh Ewald method (Walker et al., 2008). We have used L€owdin
Orbitals to determine the electron charges in the QM region, nμ. Finally,

in the simulations presented in Section 4, we have used the BLYP

exchange-correlation functional (Becke exchange (Becke, 1988) with

Lee–Yang–Parr correlation (Lee, Yang, & Parr, 1988)); these exchange-

correlation contributions are calculated with the help of the multicen-

ter weighted exchange-correlation density approximation (McWEDA)

( Jelı́nek et al., 2005).

3. DYNAMICAL ANALYSIS OF REACTIONS
IN BIOMOLECULES

Biomolecular systems have a large number of atoms and work at phys-

iological temperature. Therefore, they present a high number of degrees of

freedom, and for a given macroscopic condition, there is a huge number

of different accessible structures. In principle, MD simulations allow us to

take into account the high number of degrees of freedom in these systems.

However, long DFT/MMMD simulations for biomolecular systems are still

rare due to their computational cost; DFT/MM studies of reactions in bio-

molecules are usually performed using minimization techniques. Note that
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this approach assumes that a single energy-minimized structure represents

each state, not taking into account the plethora of different accessible

structures.

In order to analyze a given biomolecular reaction, we must first deter-

mine the geometrical coordinates that are related to the key structural

changes taking place in the reaction. The values of these coordinates define

different states of the system, each of which corresponding to an ensemble of

different microscopic structures. Therefore, instead of a single atomic structure

and energy value, an ensemble of different structures and energy values is

associated with each state. Thus, we have to analyze the variation of the free

energy as a function of the chosen reaction coordinates. Alternatively, the

corresponding potential of mean force can also be used. For this purpose,

several methodologies, such as WHAM, thermodynamic integration, met-

adynamics, free energy perturbation, are available ( Jorge, Garrido,

Queimada, Economou, & MacEdo, 2010; Kumar, Rosenberg, Bouzida,

Swendsen, & Kollman, 1992; Laio & Parrinello, 2002; Park, Khalili-

Araghi, Tajkhorshid, & Schulten, 2003; Zwanzig, 1954).

In DFT/MM studies of enzymatic reactions, these statistical consider-

ations can play an important role but are infrequently taken into account

(principally when a large portion of the conformational space is to be stud-

ied) due to the high computational cost of DFT methods. The use of semi-

empirical QM methods such as AM1 and PM3 (Stewart, 2004) can reduce

this cost andmake a wider conformational sampling possible, but they have a

low accuracy, especially for the calculation of barriers involved in reactions.

The FIREBALL/AMBER implementation allows us to sample large portions of

the conformational space with a higher accuracy and a similar computational

cost, using DFT/MM MD simulations.

In our approach, we typically define two director geometrical parameters

which adequately represent the different states of the process under study.

For example, if an enzymatic reaction is essentially characterized by the for-

mation of one bond and the disruption of another, the bond distances for

these two bonds could be used as reaction coordinates (see, e.g.,

Mendieta-Moreno et al., 2014). Once the appropriate reaction coordinates

have been defined, we explore the conformational space using an adaptively

biasedMD approach that presents some characteristics of steeredMD as well

as umbrella sampling. In this approach, we generate several MD trajectories

where one of the reaction coordinates is constrained with an appropriate

harmonic potential while the other reaction coordinate is adiabatically
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changed by means of another harmonic potential whose position is slowly

moving with constant speed during the simulation time, as in steered MD.

Combining a set of equidistant parallel MD trajectories, we can perform a

highly dense sampling of the conformational space of interest. In a typical

calculation, we obtain around 2�106 individual structures, each with their

own values for the energy and set of reaction coordinates.

In the next step, we create a uniform grid of points in the plane

defined by the two reaction coordinates and assign each of the individual

structures in our sampling to the closest grid point. In this way, each grid

point is associated to a group of atomic structures; typically, each of these

groups contains �103 different atomic structures, on average. With all

this information, the free energy landscape for the reaction is calculated

as follows. First, we calculate the value of the function Q for each point

(x,y) on the grid

Qðx,yÞ¼ 1

Niðx,yÞ
X
i

exp
�Eiðx,yÞ
kBT

� �
, (19)

x and y are the values of the reaction coordinates, Ei(x,y) are the potential

energy values for all the atomic structures corresponding to the grid point

(x,y), and Ni(x,y) is the number of atomic structures in the sum. The free

energy landscape is then obtained as

Fðx,yÞ¼�kBT ln Qðx,yÞ½ �: (20)

Alternatively, the energetic landscape can also be obtained from the

following potential of mean force:

Pðx,yÞ¼
P

iEiðx,yÞexp �Eiðx,yÞ
kBT

� �

P
iexp

�Eiðx,yÞ
kBT

� � : (21)

The final map (see, e.g., Fig. 5) is obtained applying a 3D local regression

(LOESS) method to the data to remove the irregularities inherent in the sta-

tistical sampling data (Cleveland & Devlin, 1986), since the variations in this

energetic landscape should be smooth as a function of the reaction

coordinates.
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4. CATALYTIC MECHANISM OF TIM

4.1 Introduction
As an example of our approach to analyze enzymatic reactions, we study the

reversible interconversion between DHAP and GAP catalyzed by the TIM.

This enzyme has been extensively studied by many different techniques

including theoretical calculations. However, some details of its catalytic

mechanisms are still not fully elucidated. It is generally accepted that the

transfer of a proton from C1 atom of DHAP to the glutamic 165 yields

an enediolate intermediate which can be detected also in the nonenzymatic

reaction (Hall & Knowles, 1975). However, there is no such general agree-

ment about the catalytic mechanism by which the enediolate intermediate

yields glyceraldehyde, the final product (see Fig. 2).

Several hypotheses have been proposed for the proton transfer paths dur-

ing the second step of the reaction. In one of the proposed paths (Bash et al.,

1991), His 95 could act as a catalytic acid donating a proton to the carboxyl

oxygen in C2. After this step, the proton of the alcohol group in O1 is trans-

ferred to His 95 and C2 accepts the proton from Glu 165 recovering the

enzyme the original configuration. RMN data support, however, that the

imidazole ring of His 95 is not charged over the entire pH range of the enzy-

matic activity (Lodi & Knowles, 1991); thus, the proposed path would imply

the formation of an imidazolate anion, in spite of the very high pKa value

(�14) associated with this process (Walba & Isensee, 1961). Other paths

have been proposed in order to avoid the formation of the energetically

unfavorable imidazolate anion, including the transfer of the proton from

Glu 165 to the carboxyl oxygen in C2 and the subsequent protonation of

C2 from the C1 alcohol group through Glu 165 (Cui & Karplus, 2002).

Other residues such as Lys 12 (Go, Amyes, & Richard, 2010) and Glu 97

Figure 2 Scheme for the conversion of DHAP to GAP catalyzed by TIM.
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(Samanta, Murthy, Balaram, & Balaram, 2011) have also been proposed

to be involved in the catalytic mechanism to avoid the formation of the

imidazole anion. The internal proton transfer from O1 to O2 without

involving other groups has also been considered, but it seems to be energet-

ically unfavorable in relation with other paths, at least while Glu 165 stays

protonated (Cui & Karplus, 2002).

The uncertainties about the proton transfer mechanisms could be due

to the fact that the energetic profiles obtained for different proton transfer

paths were calculated by means of energy-minimization techniques in

which the protonation state was defined a priori. The use of MD techniques

to calculate the potential of mean force for a conformational space defined

by reaction coordinates that do not presuppose any particular protonation

state for the different residues can help to clarify the proton transfer mech-

anisms. The use of MD simulations (e.g., at T¼300 K) can also help to

take into account important dynamical effects, such as the formation of

low-barrier hydrogen bonds where the hydrogen can freely move in

the space between the two heavy atoms (Cleland & Kreevoy, 1994;

Ishikita & Saito, 2014).

During the reaction catalyzed by TIM, the orbital hybridization of the

carbon atom C1 changes from sp3 in DHAP to sp2 in GAP, while the orbital

hybridization of the carbon atom C2 changes from sp3 to sp2 (see Fig. 3).

The molecular orbital rearrangement modifies the geometry of C1 and

C2 carbons from planar (sp2) to tetrahedral (sp3), and vice versa (Fig. 3).

Therefore, the dihedral angles for the C1 and C2 atoms are a good choice

of reaction coordinates to monitor the reaction. Using these parameters to

define the conformational space, no assumption is made about the proton-

ation state of the different residues involved in the reaction.

4.2 Results
After 10 ns of classical MD stabilization (T¼300 K) of the system based on

the X-ray structure of TIM (pdb: 1NEY) ( Jogl, Rozovsky, McDermott, &

Tong, 2003), we define the atoms to be included in the QM region (see

Fig. 4). This region includes the substrate (DHAP); the side chain of cat-

alytic residues Glu 165, His 95; the main chain amino group of residue

97 that stabilizes His 95; the main chain amino group of residues 171,

211, and 233 which stabilize the phosphate group of DHAP; and the side

chain of Lys 12. This last side chain has been included in the QM region

because the mutation of this residue has a dramatic effect on the catalysis
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Figure 3 Orbital hybridization and geometry of dihydroxyacetone phosphate (DHAP)
and glyceraldehyde 3-phosphate (GAP). The atoms involved in the two dihedral angles
used as reaction coordinates are O1–C2–Hpro-S–C1 for the C1 dihedral angle and C1–C3–
O2–C2 for the C2 dihedral angle.

Figure 4 Active center for the reaction catalyzed by triose-phosphate isomerase. Atoms
in QM region are represented in ball and sticks, the rest of the protein is presented in
gray, and some solvent molecules present in the active site in blue (gray in the print
version).
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modifying the ratio Kcat/Km (Go, Koudelka, Amyes, & Richard, 2010).

Figure 4 shows a global vision of the QM region inside the protein

structure.

In order to adapt the system from classical MD to DFT/MMMD, a 100-

ps nonrestraint DFT/MMMD simulation was performed. Once the system

is stable, we can initiate the sampling of the conformational space defined by

the C1 and C2 dihedral angles (α1 and α2, respectively) previously

established. Figure 5 shows the energetic landscape for the reaction catalyzed

by TIM obtained using the techniques described in Sections 2 and 3. This

landscape presents three energy minima, which can be associated with the

substrate (DHAP), the intermediate state, and the product of the reaction

(GAP), respectively.

The lowest energy basin corresponds to DHAP, the initial state of the

reaction. The energy value of this minimum was taken as energy reference.

This minimum is centered around α1¼30°, which corresponds to sp3

hybridization for the C1 atom. However, as a result of the interaction

Figure 5 Free energy landscape in kcal/mol of TIM-catalyzed reaction between DHAP
and GAP. The x and y axes are the two reaction coordinates, i.e., the C2 and C1 dihedral
angles, α2 and α1, respectively. The most probable pathway is represented as a cyan
(black in the print version) line.
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between the negatively charged O2 atom of DHAP and some residues in the

active site (Lys 12 and His 95), the range of values covered by the C2 dihe-

dral angle α2 in this basin is quite extensive. The second minimum presents

C1 and C2 dihedral angle values corresponding to an sp2 hybridization,

α2,α1�5°–10°. This corresponds to the generally accepted enediolate inter-
mediate of the reaction (see Fig. 2). The third minimum is centered around

α1¼5° and α2¼40°. These values are compatible with sp2 hybridization for

the C1 atom and sp3 hybridization for the C2 atom, as corresponds to GAP,

the final state of the reaction. Figure 5 also shows the lower energy-barrier

path that corresponds with the most probable reaction pathway. Figure 6

shows the energy profile corresponding to this path.

The reaction path can be divided into two different steps. The first step

goes from the initial state to the enediolate intermediate state through a

21-kcal/mol energy barrier. A similar barrier for this first step has been

obtained in a free energy computational study (Hu, Lu, & Yang, 2007).

The second step goes from the intermediate state to GAP, the reaction prod-

uct. The energy barrier for this second step presents a value of 23 kcal/mol.

We have also performed a DFT/MM MD simulation along our reaction

path (using steered MD) in order to have a further insight into the reorga-

nization of atoms during the catalytic mechanism (see Fig. 7).

The first step is mainly related to the rearrangement of the orbitals of the

C1 carbon, which can be described through the variation of α1 from 30°

Figure 6 Energy profile of the proposed pathway for the reaction (see cyan (black in the
print version) line in Fig. 5) and atomic structure for the most relevant states along
the path.
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Figure 7 Distances measured during a DFT/MM MD simulation along the proposed
pathway (Fig. 6). During the reaction, Hpro-R is jumping from C1 to C2, while another
H jumps from O1 to O2. (A) Distances between Hpro-R and C1 (cyan (light gray in the
print version)), the O in Glu 165 (green (dark gray in the print version)) or C2 (black).
(B) Distances between H and O1 (blue (black in the print version)) or O2 (red (gray in
the print version)); this H is initially bonded to O1. (C) Distances for the hydrogen bonds
between O2 and nearby residues that stabilize the intermediate and transition states:
distance between O2 and N of His 95 (red (gray in the print version)) and distance
between O2 and N of Lys 12 (black).
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(sp3) to 5° (sp2). During this process, the Glu 165 acts as catalytic base

accepting the Hpro-R from C1 (see Figs. 2 and 6). The enediolate forms a

H-bond between DHAP O2 and the EN of His 95. Also, we find that

the H-bond formed between the keto group of DHAP and Lys 12 adopts

the character of a low-barrier H-bond where a hydrogen is shared between

the ζN of Lys and the DHAP O2. These two H-bonds are the main inter-

actions stabilizing the intermediate state.

The second step of the path undergoes through the rearrangement of the

orbitals of the C2 carbon, which can be described through the variation of α2
from 10° (sp2) to 40° (sp3). Along this process, the low-barrier H-bond of

Lys 12 and the H-bond of His 95 stabilize the increasingly negative charge of

the O2, which reaches a maximum when the reaction passes over the saddle

point. In this transition state, the H is donated from O1 to O2 through a

direct intramolecular transfer. Simultaneously, the Glu 165 acts as a catalytic

acid, transferring the former Hpro-R to the enediolate C2 atom, yielding

GAP. Once the proton rearrangement has finished, the interaction between

His 95 and O2 is lost. In addition, the low-barrier H-bond formed by Lys

12 becomes a typical H-bond (Fig. 7).

4.3 Discussion
The reaction mechanism described here presents some important differences

with other previously proposed mechanisms. The proton from the alcohol

group in C1 is directly transferred to the carboxyl oxygen in C2. This proton

transfer takes place simultaneously with the proton transfer from Glu 165 to

C2 (see Fig. 7). Notice also that during this process, the formation of the

energetically unfavorable imidazolate anion is not required.

The intramolecular proton transfer from O1 to O2 has been considered

previously and was found energetically unfavorable in relation to the transfer

through the imidazole anion (Cui & Karplus, 2002). This analysis was per-

formed using an energy-minimization approach; interestingly, Glu 165 stays

protonated during these calculations. The different results obtained in our

MD simulations are most likely related to the different computational

approaches (energy minimization vs. dynamical simulation). In our

dynamical approach, we do not make any assumptions about the proton-

ation states during the process, allowing the protons to move freely. Thus,

the simultaneous transfer of the two protons in the second step of the

reaction is an unexpected outcome of our dynamical exploration. Since

this is a dynamical process, it is hard to observe with minimization studies.
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Another important dynamical effect observed in our simulations is the for-

mation of the low-barrier H-bond between O2 and Lys 12 (see Fig. 7) that

stabilizes the second transition state, facilitating the simultaneous proton

transfer.

5. CONCLUSIONS

We have presented a detailed description of a practical DFT/MM

method for the analysis of reactions in biomolecules using MD simulations.

This technique combines the local-orbital DFT method FIREBALL and the

AMBER suite of programs for the simulation of biomolecular systems

(Mendieta-Moreno et al., 2014). Due to the good balance between compu-

tational efficiency and accuracy, this method can be used to analyze reactions

in biomolecules, sampling an appropriate conformational space by means of

long DFT/MM MD simulations with relatively large QM regions (�102

atoms). In our dynamical analysis of these reactions, the conformational

space is explored using an adaptively biased MD approach that presents

characteristics of steeredMD and umbrella sampling. In a typical calculation,

we obtain with this procedure around 2�106 individual structures. This

information allows us to generate a free energy landscape for the reaction

and get new insights into the possible reaction mechanisms.

As an example of this approach, we have studied the conversion between

DHAP and GAP catalyzed by the TIM. In our analysis, we have chosen as

reaction coordinates the dihedral angles for the DHAP C1 and C2 atoms. In

this way, no assumption is made about the protonation state of the different

residues present in the QM region along the MD simulations. The free

energy landscape presents three energy minima, which can be associated

with the substrate (DHAP), the intermediate state (enediolate), and the

product of the reaction (GAP). The first step of the reaction (DHAP !
enediolate) presents an energy barrier of 21 kcal/mol, in agreement with

previous calculations (Hu et al., 2007). Regarding the second step

(enediolate ! GAP), we find a new reaction mechanism that is character-

ized by the intramolecular proton transfer from O1 to O2 and the simulta-

neous proton transfer from Glu 165 to C2. This is a dynamical mechanism

not found in previous studies based on energy-minimization techniques.

We also find the formation of a low-barrier H-bond between O2 and

Lys 12 that stabilizes the transition state from the intermediate state to the

final state.
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This work highlights the importance of the appropriate exploration of

the conformational space for the analysis of reactions in biomolecules, using

DFT/MM MD simulations to take into account the dynamically accessible

structures.
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